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1 SFS Turbo Concepts

1.1 What Is SFS Turbo?
Scalable File Service Turbo (SFS Turbo) provides scalable, high-performance file
storage. With SFS Turbo, you can enjoy shared file access spanning multiple ECSs.
SFS Turbo supports NFSv3 and SMB. You can seamlessly integrate existing
applications and tools with SFS Turbo.

SFS Turbo provides an easy-to-use graphical user interface (GUI). On the GUI,
users can create and configure file systems, saving effort in deploying, expanding,
and optimizing file systems.

In addition, SFS Turbo provides high reliability and availability. SFS Turbo file
systems can be elastically expanded, and perform better as their capacities grow.
It is suitable for a wide range of scenarios, including enterprise office, high-
performance websites, and software development.

1.2 What Access Protocols Does SFS Turbo Support?
SFS Turbo supports the standard NFSv3 protocol. To use the SMB protocol, submit
a service ticket to apply for it.
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2 SFS Turbo Specifications

2.1 What Is the Maximum Size of a File That Can Be
Stored in an SFS Turbo File System?

For SFS Turbo 20 MB/s/TiB, 40 MB/s/TiB, 125 MB/s/TiB, 250 MB/s/TiB, 500 MB/s/
TiB, and 1,000 MB/s/TiB file systems, the maximum supported size of a file is 320
TB. For SFS Turbo Standard-Enhanced (discontinued), Standard, Performance-
Enhanced (discontinued), and Performance file systems, the maximum supported
size of a file is 16 TB.

2.2 How Many SFS Turbo File Systems Can I Create
with One Account?

You can create a maximum of 20 SFS Turbo file systems with one account.
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3 SFS Turbo Billing

3.1 How Do I Purchase SFS Turbo?
SFS Turbo uses pay-per-use billing by default, which means that you are billed by
the storage capacity you select during purchase and the duration of use. You can
also buy a yearly or monthly package based on how much space you require and
for how long you will use the resources. In case of arrears, you need to renew the
resources within 15 days, or data in your file systems will be cleared.

Pay-per-use

Step 1 Sign up for an account.

1. Visit the Huawei Cloud website.

2. In the upper right corner of the page, click Sign Up.

3. Complete the registration as instructed.

Step 2 Top up your account.

1. Log in to the console.

2. Click Top Up and the top-up page is displayed.

3. Top up the account as prompted.

4. After the top-up is complete, close the dialog box and go back to the console
homepage.

Step 3 Use SFS Turbo.

1. Access the SFS Turbo console.

2. Click Create File System.

NO TE

SFS Turbo file systems are billed by the storage capacity you select during purchase
and the duration of use.

----End
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Yearly/Monthly Subscription

You can create a yearly/monthly SFS Turbo file system or change the file system
billing mode from pay-per-use to yearly/monthly after creation.

Method 1: Buy a yearly/monthly file system by following the instructions in
Creating a File System and set the billing mode to Yearly/Monthly.

Method 2: In the Operation column of a pay-per-use file system, click Change to
Yearly/Monthly to change the billing mode to yearly/monthly.

3.2 How Do I Renew the Service?
Your account may be frozen or order be canceled if outstanding bills are not paid
in time.

Procedure

Step 1 Log in to the console.

Step 2 In the upper right corner of the page, choose > Renewal.

Step 3 On the Renewals page, click Renew in the Operation column for the desired
resource.

Step 4 Pay for the order as prompted.

NO TE

● After the payment, the system automatically pays the arrears.

● For more information about orders, unsubscription, coupons, and consumption details,
see the Billing Center User Guide.

----End

3.3 How Do I Check If My Account Is in Arrears?
You can view the outstanding amount on the Billing Center page. If your account
is in arrears, the system processes resources and fees in SFS Turbo according to the
retention period rules. For more information, see Resource Suspension and
Release. To prevent service suspension and resource release, repay arrears or top
up in time.

Procedure

Step 1 Log in to the console.

Step 2 In the upper right corner of the page, click to go to the Billing Center.

Step 3 On the Overview page, view the outstanding amount of the current account.

Step 4 Top up your account to pay arrears if any.

----End
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NO TE

● For more information about orders, unsubscription, coupons, and consumption details,
see the Billing Center User Guide.
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4 SFS Turbo Mount

4.1 Can I Mount an SFS Turbo File System Across
Regions?

For a general SFS Turbo file system, cross-region access is supported if the file
system is mounted by IP address and communication between VPCs is established
using Cloud Connect connections.

4.2 How Many Cloud Servers Can I Mount an SFS Turbo
File System To?

You can mount an SFS Turbo Standard, Standard-Enhanced (discontinued),
Performance, or Performance-Enhanced (discontinued) file system to a maximum
of 500 cloud servers.

4.3 How Do I Mount a File System to a Linux as a Non-
root User?

Scenarios

By default, a Linux only allows user root to use the mount command to mount
file systems, but you can grant the permissions of root to other users. Then, such
users can use the mount command to mount file systems.

The following describes how to grant a non-root user the root permissions and
how to mount a file system to a Linux using that non-root user. EulerOS is used in
this example.

Mounting a File System as a Non-root User

Step 1 Log in to the as user root.
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Step 2 Assign the root permissions to a non-root user.

1. Run chmod 777 /etc/sudoers to make the sudoers file editable.
2. Use the which command to view the mount and umount command paths.

Figure 4-1 Viewing command paths

3. Run vi /etc/sudoers to edit the sudoers file.
4. Add a user under root. In this example, user mike is added.

Figure 4-2 Adding a user

5. Press Esc, enter :wq, and press Enter to save and exit.
6. Run chmod 440 /etc/sudoers to make the sudoers file read-only.

Step 3 Log in to the as user mike.

Step 4 Mount the file system. For details about the mount parameters, see Table 4-1.

sudo mount -t nfs -o vers=3,timeo=600,noresvport,nolock <shared-path>
<local-path>
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Table 4-1 Parameters required for mounting file systems

Parameter Description

<shared-
path>

The format is <file-system-IP-address>:/, for example,
192.168.0.0:/.
NOTE

Variable x is a digit or letter.
If the shared path is too long to display completely, you can adjust the
column width.

<local-
path>

A local directory on the used to mount the file system, for
example, /local_path.

 

Step 5 View the mounted file system.

mount -l

If the command output contains the following information, the file system has
been mounted:
example.com:/share-xxx on /local_path type nfs (rw,vers=3,timeo=600,nolock,addr=)

----End

4.4 What Can I Do If Mounting a Subdirectory of a File
System Failed?

Symptom
If a subdirectory is not created before mounting, the mount will fail. In Figure 4-3,
the root directory did not have the subdir subdirectory, so the mount failed. In this
case, error message "Permission denied" was reported.

Figure 4-3 Mounting without a subdirectory

Solution
To troubleshoot this issue, mount the root directory, create a subdirectory, and
then mount the subdirectory.
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Figure 4-4 Mounting a subdirectory
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5 SFS Turbo Access

5.1 Can I Mount an SFS Turbo File System Across VPCs?
Yes. SFS Turbo can work with VPC Peering to allow cloud servers in two or more
VPCs of the same region to share the same file system as if they are in the same
VPC. For more information about VPC peering connection, see "VPC Peering
Connection" in Virtual Private Cloud User Guide.

5.2 How Do I Access an SFS Turbo File System from a
Client Server?

To access a file system from a Linux , install the NFS client on the and use the
mount command to mount the file system. To access a file system from a
Windows , install the SMB client on the , modify the SMB transfer protocol, and
run command to mount the file system. Or, use the correct user and permissions
and enter the SMB file system shared path to mount the SMB file system. Then,
you can share the files and directories in the file system.

5.3 Can I Directly Access SFS Turbo from On Premises?
SFS Turbo supports on-premises access through IDC private lines or other
methods. After network communication is established, you can access an SFS
Turbo file system from on premises.
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6 SFS Turbo Capacity Expansion

6.1 Can I Expand the SFS Turbo File System Capacity If
I Start to Run Out of Space?

SFS Turbo file systems support online capacity expansion. During an expansion,
mounting the file system may fail. This is because the connection used for
mounting may experience an I/O delay about 30 seconds (max. 3 minutes).
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7 SFS Turbo Deletion

7.1 How Do I Delete .nfs Files?

NFS .nfs Files

The .nfs files are temporary files in NFS. If you try to delete a file, and the file is
still open, an .nfs file will appear. The .nfs files are used by NFS clients to manage
the deletion of open files in the file system. If one process deletes a file while
another process still has it open, the client will rename the file to .nfsxxx. If the
last open to this file is closed, the client will automatically delete the file. If the
client crashes before the file is cleared, the file will be left in the file system.

Clearing .nfs Files

The .nfs files need to be cleared. You can run the rm -f command to delete them.
The file system will not be affected by the deletion. If an error is reported when
you delete an .nfs file, do as follows:

Figure 7-1 Deletion error

Run the lsof command to obtain the ID of the process that has the file open.

Figure 7-2 Viewing the process ID
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If the process can be stopped, run the kill -9 Process ID command to stop the
process and then delete the file.

7.2 How Can I Improve the Copy and Delete Efficiency
with an SFS Turbo File System?

Common Linux commands, such as cp, rm, and tar, are executed sequentially. You
can run commands concurrently to take the concurrency advantage of cloud file
systems and improve efficiency.
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8 SFS Turbo Migration

8.1 Can I Migrate Data in My SFS Turbo File System to
Another Region?

Yes, you can migrate data in your file system across regions. For details, see Data
Migration.

8.2 How Can I Migrate Data Between SFS Turbo and
EVS?

Mount an SFS Turbo file system and attach an EVS disk to the same ECS, and then
manually replicate data between the file system and disk.
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9 SFS Turbo Performance

9.1 How Do I Make the Most Out of My SFS Turbo File
System?

An SFS Turbo file system provides multiple IP addresses for mounting. Each IP
address can be used by multiple clients. For the specific IP addresses, see the
Alternative Shared Path field on the file system details page on the console.

If NFS or SMB is used for file system access, each client can only establish the
network connection with one server. If you mount the file system using domain
name, a random domain name server IP address is assigned. This may result in
uneven distribution of network connections between clients and servers, and the
distributed cluster capability of the servers cannot be fully used.

When there are not too many clients and you want to maximize the file system
performance, you can use different IP addresses when mounting the file system on
different clients. In this way, the network connections between clients and servers
are evenly distributed, server resources are used more efficiently, and the file
system performance can be fully used.
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10 Others

10.1 Does the Security Group of a VPC Affect the Use
of SFS Turbo?

A security group is a collection of access control rules for ECSs that have the same
security protection requirements and are mutually trusted in a VPC. After a
security group is created, you can create different access rules for the security
group to protect ECSs that are added to this security group. The default security
group rule allows all outgoing data packets. ECSs in a security group can access
each other without the need to add rules. The system creates a security group for
each cloud account by default. You can also create custom security groups by
yourself.

For an SFS Turbo file system, the system automatically enables the security group
ports required by NFS after the file system is created. This ensures that the SFS
Turbo file system can be successfully mounted to your servers. The inbound ports
required by NFS are ports 111, 2049, 2051, 2052, and 20048. The inbound port
required by SMB is port 445. If you need to change the enabled ports, go to the
VPC console, choose Access Control > Security Groups, locate the target security
group, and change the ports. You are advised to use an independent security
group for an SFS Turbo file system to isolate it from service nodes.

Example Configuration
● Inbound rule

Directio
n

Protoc
ol

Port
Range

Source IP Address Description

Inbound TCP
and
UDP

111 IP
Addres
s

0.0.0.0/0
(All IP
addresses
are allowed.
It can be
modified.)

One port
corresponds to one
access rule. You need
to add rules for the
ports one by one.
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● Outbound rule

Directio
n

Protoc
ol

Port
Range

Source IP Address Description

Outbou
nd

TCP
and
UDP

111 IP
Addres
s

0.0.0.0/0
(All IP
addresses
are allowed.
It can be
modified.)

One port
corresponds to one
access rule. You need
to add rules for the
ports one by one.

 

NO TE

Enter an IP address range using a mask. For example, enter 192.168.1.0/24, and do
not enter 192.168.1.0-192.168.1.255. If the source IP address is 0.0.0.0/0, all IP
addresses are allowed. For more information, see Security Groups and Security
Group Rules.
A bidirectional access rule must be configured for port 111. You can configure the IP
address range of the SFS Turbo frontend service as the inbound rule. Run ping <file-
system-domain-name-or-IP-address> or dig <file-system-domain-name-or-IP-address>
to obtain the IP address range.
Add outbound rules for ports 445, 2049, 2051, 2052, and 20048 the same as the
outbound rule for port 111.
If NFS is used, add inbound rules for the following ports: 111 (TCP and UDP), 2049
(TCP and UDP), 2051 (TCP), 2052 (TCP), 20048 (UDP and TCP). If UDP is not enabled
on port 2049 and 20048, mounting the file system may take a long time. You can use
the -o tcp option in the mount command to avoid this issue.
If SMB is used, add an inbound rule for port 445 (TCP).

10.2 What Resources Does SFS Turbo Occupy?
To ensure that file systems can be used properly, SFS Turbo occupies the following
resources:

● When an SFS Turbo file system is created or expanded, multiple private IP
addresses and virtual IP addresses are created in the subnet you specified.

● When an SFS Turbo file system is created, the inbound rules for ports 111,
2049, 2051, 2052, and 20048 are created in the security group you selected.
The source IP address defaults to 0.0.0.0/0 in all rules. You can change the IP
address as required.

Writing data to a file system consumes the running memory of the server, but
does not occupy the server's disk space. The file system uses independent space.

10.3 How Do I Check Whether an SFS Turbo File
System Is Available on a Linux Server?

Log in to the server as user root and run showmount -e <file-system-domain-
name-or-IP-address>. If the following information is returned, the SFS Turbo file
system is available.
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Export list for <file-system-domain-name-or-IP-address>
/ *

Or
Export list for <file-system-domain-name-or-IP-address>
/ <IP-addresses-of-all-the-clients-that-can-access-the-SFS-Turbo-file-system>

10.4 Does SFS Turbo File Systems Support Multi-AZ
Deployment?

1. A single file system can only be created in one AZ, but can be mounted to
and accessed from any AZ.

2. A file system does not support cross-AZ data redundancy. If the AZ is
unavailable, the file system becomes unavailable accordingly.
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